Retinal Disease Diagnosing from Scanning Laser Ophthalmoscope (SLO) Images
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Abstract

Early detection and treatment of retinal eye diseases is critical to avoid preventable vision loss. Digital retinal imaging is widely used to identify patients with retinal disease in primary care. With the advent of the latest screening technology, the advantage of using ultra wide field scanning-laser ophthalmoscope (SLO) is its wide field of view of the retina making it a valuable tool in the management of patients with retinal disease. One consequence of the wide field imaging process is that artefacts such as eyelashes, eyelids and dust on optical surfaces are also imaged along with the retinal area.

1. Introduction

To the best of our knowledge, there is no existing work related to automated differentiation between the true retinal area and these artefacts in an SLO image. The purpose of performing this study is to develop a method that can exclude artefacts in SLO images so as to improve automatic detection of retina diseases. In this paper, we propose a novel approach to automatically extract true retinal area from an SLO image based on image processing and machine learning approaches. To reduce the computational complexity of the image processing tasks and to provide a convenient primitive image pattern, we have grouped pixels into regions based on their regional size and compactness, called super pixels. Image based features representing textural and structural information are calculated and are used to classify the super pixels as retinal area and artefacts. The experimental evaluation results have shown good performance with an overall accuracy of 92% on both healthy and diseased retinal scans compared to clinical annotations. The proposed approach enables effective analysis of retinal area and would have applications that include registering multi-view images into a montage and automated...
Fig. 1. Example of a fundus image and an SLO image annotated with true retinal area and ONH.

In this study, we have constructed a novel framework for the extraction of retinal area in SLO images. The three main steps for constructing our framework include:

1) Determination of features that can be used to distinguish between the retinal area and the artefacts;
2) Selection of features which are most relevant to the classification;
3) Construction of the classifier which can classify out the retinal area from SLO images.

2. Literature Survey

Our literature survey is initiated with the methods for detection and segmentation of eyelids and eyelashes applied on images of the front of the eye, which contains the pupil, eyelids, and eyelashes. On such an image, the eyelashes are usually in the form of lines or bunch of lines grouped together. Therefore, the first step of detecting them was the application of edge detection techniques such as Sobel, Prewitt, Canny, Hough Transform [3], and Wavelet transform [4]. The eyelashes on the iris were then removed by applying nonlinear filtering on the suspected eyelash areas [5]. Since eyelashes can be in either separable form or in the form of multiple eyelashes grouped together, Gaussian filter and Variance filter were applied in order to distinguish among both forms of eyelashes [6]. The experiment showed that separable forms of eyelashes were most likely detected by applying Gaussian filter, whereas Variance filters are more preferable for multiple eyelash segmentation [7]. Initially, the eyelash candidates were localized using active shape modeling, and then, eight-directional filter bank was applied on the possible eyelash candidates. All of these methods have been applied on CASIA database [10], which is an online database of Iris images. In an image obtained from SLO, the eyelashes show as either dark or bright region compared to retinal area depending upon how laser beam is focused as it passes the eyelashes. The eyelids show as reflectance region with greater reflectance response compared to retinal area. Therefore, we need to find out features, which can differentiate among true retinal area and the artefacts in SLO retinal scans. After visual observation, the features reflecting the textural and structural difference could have been the suggested choice. These features have been calculated for different regions in fundus images, mostly for quality analysis.

The characterization of retinal images were performed in terms of image features such as intensity, skew
ness, textural analysis, histogram analysis, sharpness, etc., [1], [11], [12]. Dias et al. [13] determined four different classifiers using four types of features. They were analyzed for the retinal area including color, focus, contrast, and illumination. The output of these classifiers were concatenated for quality classification. For classification, the classifiers such as partial least square (PLS) [14] and support vector machines (svms) [15] were used. PLS selects the most relevant features required for classification. Apart from calculating image features for whole image, grid analysis containing small patches of the image has also been proposed for reducing computational complexity [11]. For determining image quality, the features of region of interest of anatomical structures such as optic nerve head (ONH) and Fovea have also been analyzed [16]. The features included structural similarity index, area, and visual descriptor etc. Some of the above mentioned techniques suggest the use of grid analysis, which can be an time effective method to generate features of particular region rather than each pixel. But grid analysis might not be an accurate way to represent irregular regions in the image. Therefore, we decided the use of super pixels [17]–[20], which group pixels into different regions depending upon their regional size and compactness.

3.Materials And Methodology

3.1 Image Acquisition

To evaluate the performance of this method, the digital retinal images were acquired using digital camera known as Ophthalmoscope. This diagram shows the input image. Fundus image is the interior surface of the eye, opposite the lens, and includes the retina, optic disc, macula, blood vessels and fovea. We tested and evaluated our proposed algorithm on several fundus images. The image set contains both normal and abnormal cases.

3.2 Pre-Processing

Pre-processing stage can be regarded as the bedrock of this work. The aim of pre-processing is to attenuate the noise, to improve the contrast and to correct the non-uniform illumination. Pre-processing mainly includes following stages:

3.3 Intensity Conversion:

In digital image processing, images are either indexed images or RGB (Red, Green, Blue) images. In the RGB
images the green channel exhibits the best contrast between the vessels and background while the red and blue ones tends to be more noisy. Hence intensity conversion of image is done using green channel, as the retinal blood vessels appears darker in gray image.

3.3 Filtering:

Filtering is used to suppress the unwanted noise which gets added into the fundus image. Here median filtering is used as it is very robust and has the capability to filter any outliers and is an excellent choice for removal of salt and pepper noise.

3.4 Adaptive Histogram Equalization

Histogram equalization is performed to improve the image quality. Histogram equalization is nothing but a finding of cumulative distribution function for a given probability density function. After the transformation, the image will have an increased dynamic range, high contrast and probability density function of the output will be uniform. Instead of using normal histogram equalization, adaptive histogram equalization is used as it operates on small regions in the image which are called tiles. Adaptive histogram combines neighbouring tiles using bilinear interpolation to eliminate artificially induced boundaries.

3.5 Labeling

Connected components are labelled by scanning an image pixel by pixel in order to identify connected pixel regions. It groups its pixels into components based on pixels connectivity. After group formation each group is
labelled with different color.

3.6 **Image Subtraction**

Image subtraction or pixel subtraction is a process where the digital numeric value of one pixel or whole image is subtracted from another image.

This is primarily done for one of the two reasons leveling uneven section of an image such as half an image having a shadow on it, or detecting changes between two images. This detection of changes can be used to tell if something in the image moved. This is commonly used in field such as astrophotography.

3.7 **Thresholding:**

Thresholding is a method of segmenting image based on the pixel intensity value. Thresholding is used to convert an intensity image to a binary image. Otsu’s method is used to automatically perform histogram shape-based image thresholding. Otsu’s method chooses the threshold to minimize the interclass variance.

Thresholding is the process of converting a gray scale input image to a bi level image by using an optimal threshold.

The purpose of thresholding is to extract those pixels from some image which represent an object. Though the information is binary the pixels represent a range of intensities. Thus the objective of binarization is to mark pixel that belong to true foreground regions with different intensities.

3.8 **Segmentation:**

The main objective of segmentation is to group the image into regions with same characteristics. The goal of the segmentation is to simplify and/or change the representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate objects and boundaries (lines, curves etc.) in the images. The result of image segmentation is a set of segments that collectively cover the entire image, or a set of contours extracted from the image.

After performing all above operations on the fundus image blobs are detected which is the sign of severe diabetic retinopathy. Also for the mild severity, we used image subtraction algorithm in which earlier and present fundus image is subtracted to detect the new increased blood vessels. Image segmentation is a process of dividing an image into multiple parts. This is typically used to identify objects or other relevant information in digital images. Here K-means algorithm is used.

3.9 **K-Means Algorithm:**

K-means is one of the simplest, unsupervised learning algorithms that solve the well known clustering
problem. The procedure follows a simple and easier way to classify a given data set through a number of clusters. The main idea is to define k centers, one for each cluster. These centers should be placed in a cunning way because of different location causes different results so the better choice is to place them as much as possible far away from each other.

Segmentation Using K-Means Algorithm

1. K-Means is a least-squares partitioning method that divide a collection of objects into K groups. The algorithm iterates over two steps: Compute the mean of each cluster.
2. Compute the distance of each point from each cluster by computing its distance from the corresponding cluster mean. Assign each point to the cluster it is nearest to.
3. Iterate over the above two steps till the sum of squared within group errors cannot be lowered any more.

The initial assignment of points to clusters can be done randomly. In the course of the iterations, the algorithm tries to minimize the sum, over all groups, of the squared within group errors, which are the distances of the points to the respective group means. Convergence is reached when the objective function (i.e., the residual sum-of-squares) cannot be lowered any more. The groups obtained are such that they are geometrically as compact as possible around their respective means. Using the set of feature images, a feature vector is constructed corresponding to each pixel \((a_1, a_2, \ldots, a_d)\), where \(d\) is the number of feature images used for the segmentation process. The K-Means can then be used to segment the image into three clusters - corresponding to two scripts and background respectively. For each additional script, one more cluster is added. Once the image has been segmented using the K-Means algorithm, the clustering can be improved by assuming that neighboring pixels have a high probability of falling into the same cluster. Thus, even if a pixel has been wrongly clustered, it can be corrected by looking at the neighboring pixels.

3.10 Description

Given a set of observations \((x_1, x_2, \ldots, x_n)\), where each observation is a \(d\)-dimensional real vector, \(k\)-means clustering aims to partition the \(n\) observations into \(k\) (\(\leq n\)) sets \(S = \{S_1, S_2, \ldots, S_k\}\) so as to minimize the within-cluster sum of squares (WCSS) (sum of distance functions of each point in the cluster to the K center). In other words, its objective is to find:

\[
\arg\min_S \sum_{i=1}^{k} \sum_{x \in S_i} ||x - \mu_i||^2
\]

where \(\mu_i\) is the mean of points in \(S_i\).

3.11 Color-Based Segmentation Using K-Means Clustering:

Steps involved in segmentation process:

- Step 1: Read Image
- Step 2: Convert Image from RGB Color Space to Gray scale
Step 3: Classify the Colors Using K-Means Clustering

Step 4: Label Every Pixel in the Image Using the Results from KMEANS

Step 5: Segment the Nuclei into a Separate Image

4. Feature Generation

After the generation of super pixels, the next step is to determine their features. We intend to differentiate between the retinal area and artefacts using textural, grayscale gradient, and regional based features. Textural and gradient based features are calculated from red and green channels on different Gaussian blurring scales, also known as smoothing scales [23]. In SLO images, the blue channel is set to zero; therefore, no feature was calculated for the blue channel. The regional features are determined for the image irrespective of the color channel. The details of these features are described as follows

1) Textural Features: Texture can be analyzed using Haralick features [24] by gray level co-occurrence matrix (GLCM) analysis. GLCM determines how often a pixel of a gray scale value \( i \) occurs adjacent to a pixel of the value \( j \). Four angles for observing the pixel adjacency, i.e., \( \theta = 0^\circ, 45^\circ, 90^\circ, 135^\circ \) are used. These directions are shown in Fig. 3(a). GLCM also needs an offset value \( D \), which defines pixel adjacency by certain distance. In our case, offset value is set to 1. Fig. 3(b) illustrates the process of creating GLCM using the image \( I \). The features, which are calculated using GLCM matrix are summarized in Table I. The mean value in each direction was taken for each Haralick feature and they were calculated from both red and green channels.

2) Gradient Features: The reason for including gradient features was illumination non uniformity of the artefacts. In order to calculate these features, the response from Gaussian filter bank [23] is calculated. The Gaussian filter bank includes Gaussian \( N(\sigma) \), its two first-order derivatives \( N_x(\sigma) \) and \( N_y(\sigma) \) and three second-order derivatives \( N_{xx}(\sigma), N_{xy}(\sigma), \) and \( N_{yy}(\sigma) \) in horizontal (x) and vertical (y) directions. After convolving the image with the filter bank at a particular channel, the mean value is taken over of each filter response over all pixels of each super pixel.
3) **Regional features:** the features used to define regional attributes were included because super pixels belonging artifacts have irregular shape compared to the those belonging the retinal area in an SLO image.

### 4.1 Feature Selection

The main purposes for feature selection are reducing execution time, determination of features most relevant to the classification and dimensionality reduction. For feature selection, we have selected sequential forward selection approach. SFS is computationally intensive as it required 5 min/feature on filtered feature set and 30 min/feature on complete feature set. But the results show that the SFS approach performed better compared to other two approaches despite of the fact that the feature set also consists of those features which ranked low in independent evaluation criterion. The Table IV represents the percentage of different types of features selected in each feature set. The table shows clear dominance of textural features compared to gradient features and regional features.

### 4.2 Classifier Construction:

The classifier is constructed in order to determine the different classes in a test image. In our case, it is a two class problem: true retinal area and artefacts. We have applied Artificial Neural Networks (ANNs). The ANN is the classification algorithm that is inspired by human and animal brain. It is composed of many interconnected units called artificial neurons. ANN takes training samples as input and determines the model that best fits to the training samples using nonlinear regression. Consider the Fig. 6 which shows three basic blocks of ANN, i.e., input, hidden layer (used for recoding or providing representation for input), and output layer. More than one hidden layer can be used but in our case, there is only one hidden layer with ten neurons.
Fig 4. Plot of independent evaluation criterion.

Fig. 5. Plot of AUC by selecting one by one in different feature set. the features

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Textural Features</th>
<th>Gradient Features</th>
<th>Regional Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>SFS approach</td>
<td>90 %</td>
<td>10 %</td>
<td>0 %</td>
</tr>
<tr>
<td>Filter approach</td>
<td>72.73 %</td>
<td>24.24 %</td>
<td>3.03 %</td>
</tr>
<tr>
<td>Filter and SFS Approach</td>
<td>100 %</td>
<td>0 %</td>
<td>0 %</td>
</tr>
</tbody>
</table>

Table I
Percentage Of Different Types Of Features Across Different Feature Set

AANs diagram
4.3 Experimental Evaluation

Each image has a FOV of up to 200° of the retina in a resolution of 14 μm. The device captures the retinal image without dilation, through a small pupil of 2 mm. The image has two channels: red and green. The green channel (wavelength: 532 nm) provides information about the sensory retina to retinal pigment epithelium, whereas the red channel (wavelength: 633 nm) shows deeper structures of the retina toward the choroid. Each image has a dimension of 3900 x 3072 and each pixel is represented by 8-bit on both red and green channels. The dataset is composed of healthy and diseased retinal images; most of the diseased retinal images are from Diabetic Retinopathy patients. The system has been trained with 28 images and tested against 76 images.

Fig. 7 compares the classification power of different feature sets with the help of receiver operating characteristics (ROC). One of those feature sets include all features calculated. The rest of other feature sets include features selected by the approaches discussed in Section III-D. By using SFS approach, ten features out of 295 features have been selected and their calculation time is 25 s per image, whereas calculating the complete feature set can take around 10 min per image. The ROC curves and AUC values reveal that if the features are selected using the SFS approach, they can have a classification power almost similar to the complete feature set while reducing the computational time.

The visual results and the accuracies of different classifiers among different feature sets has been presented using Dice Coefficient as evaluation metric. The Dice Coefficient is the degree of overlap between the framework output and the benchmark obtained from the clinician. The Dice Coefficient is defined as

\[
D(A, B) = \frac{2|A \cap B|}{|A| + |B|}
\]

where \(A\) and \(B\) are the segmented images obtained from the framework and the benchmark. Let \(RA_1\) and \(AR_1\) represent samples from the retinal area and the artefact area obtained from the framework, respectively, and \(RA_2\) and \(AR_2\) be these samples from the benchmark. The class of super pixels in the benchmark was decided based on majority of pixels in the super pixel belonging to particular class. If we calculate Dice Coefficient for the image, (8) can be deduced as

\[
D_i = \frac{(|RA_1 \cap RA_2| + |AR_1 \cap AR_2|)}{8_{\text{sample}}}
\]

The Dice Coefficient for the retinal area \(D_R\) and artefacts \(D_A\) will be given as

\[
D_R = 2|RA_1 \cap RA_2|, D_A = 2|AR_1 \cap AR_2|
\]
5. Discussion And Conclusion

Distinguishing true retinal area from artefacts in SLO images is a challenging task, which is also the first important step to-ward computer-aided disease diagnosis. In this study, we have proposed a novel framework for automatic detection of true retinal area in SLO images. We have used super pixels to represent different irregular regions in a compact way and reduce the computing cost. Feature selection enable the most significant features to be selected and, thus, reduces computing cost too. A classifier has been built based on selected features to extract out the retina area. It has been compared to other two classifiers and was compatible while saving the computational time. The experimental evaluation result shows that our proposed framework can achieve an accuracy of 92% in segmentation of the true retinal area from an SLO image. Feature selection is necessary so as to reduce computational time during training and classification. Among different approaches used for feature selection, the performance of our feature selection approach surpassed the filter approach and “Filter and SFS” approaches in terms of classification po
The comparison of different feature selection approaches shows that selection of features based on their mutual interaction can provide the classification power close to that of feature set with all features. Feature selection is once in a life-time process and we can compromise on computational time for feature selection on account of accuracy. As far as the classifier is concerned, the testing time of ANN was the lowest compared to other two classifiers. Although the overall accuracy of SVM was the highest compared to other two classifiers, the training and testing time is quite long. Although kNN has the shortest training time, the testing time can be quite high compared to ANN while processing millions of images. Compared to SVM, we can tradeoff the overall accuracy of 0.1% on average while saving the testing time of 8 s per image.

Our retina detection framework serves as the first step toward the processing of ultra wide field SLO images. A complete retinal scan is possible if the retina is imaged from different eye-steered angles using an ultrawidefield SLO and, then, montaging the resulting image. Montaging is possible only if the artefacts are removed before.
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